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Changing software is essential to add needed functionality and to fix problems, but changes may introduce
defects that lead to outages. This motivates one of the oldest software quality control techniques: a temporary
prevention of non-critical changes to the codebase—code freeze. Despite its widespread use in practice, research
literature is scant. Historically, code freezes were used as a way to improve software quality by preventing
changes during periods before software releases, but code freezes significantly slow down development. To
address this shortcoming, we develop and evaluate a family of code un-freeze (permitting changes) strategies
tailored to different occasions and products at Meta. They are designed to un-freeze the maximum amount of
code without compromising quality. The three primary dimensions to un-freeze involve (a) the exact timing of
(and the reasoning behind it) the code freezes, (b) the parts of the organization or the codebase where the
codebase freeze is applied to, and (c) the method of screening of the code diffs during the code freeze with the
aim to allow low risk diffs and prevent only the most risky diffs.
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To operationalize the drivers of outages, we consider the entire network of interdependencies among
different parts of the source code, the engineers that modify the code, code complexity, and the coordination
dependencies and authors’ expertise. Since the code freeze is a balancing act between reducing outages
and allowing software development to proceed unimpeded, the performance of the various approaches to
code un-freeze is evaluated based on the fraction of flagged/gated changes to measure overhead and the
fraction of all outage-causing changes contained within the set of flagged set of changes to measure the ability
of the code un-freeze to delay (or prevent) outages. We found that taking into account the risk posed by
modifying individual files and the properties of the change we could un-freeze 2 and 2.5 times more changes
correspondingly.

The change level model is used by Meta in production. For example, during the winter 2023 code freeze,
we see that only 16% of changes are gated. Although 42% more changes landed (were integrated into the
codebase) compared to the prior year, there was a 52% decrease in outages. This reduction meant less impact
on users and less strain on engineers during the holiday period. The risk model has been enormously effective
at allowing low-risk changes to proceed while gating high-risk changes and reducing outages.

CCS Concepts: « Software and its engineering — Software defect analysis; Software maintenance
tools; Risk management;

Additional Key Words and Phrases: System outages, code freeze, defect prediction
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1 Introduction

Of the three key objectives of the software development process (shorter lead time, lower effort,
and better quality), the quality aspect is often considered to be the most important. Low quality
may manifest itself in various ways. At Meta, software is primarily used to run various internal and
external services. Cases when the service does not operate or operates incorrectly are considered
to be service outages and are referred to as site events (SEVs). Such quality problems may lead to
user dissatisfaction and are a prime target of the quality improvement efforts at Meta as in many
other companies.

The fundamental challenge in software development quality improvement efforts is the inverse
relationship between the delivery of software changes (referred to as diffs at Meta) that are necessary
for enhancements or fixes to existing problems and outages (SEVs) these changes introduce. More
numerous, especially rapidly made, changes lead to more problems on one hand, but fixes and
enhancements are essential to keep users satisfied. Thus, the need for any software business is to
deliver cutting-edge enhancements without significant deterioration in software reliability. The
simplest (and obvious) solution to avoid outages is to keep the software codebase unchanged.
Unfortunately, this approach conflicts with the need for rapid delivery of new functionality and
new products.

Software is highly non-homogeneous with respect to the chances that a modification will result in
a problem (see, e.g., [28]: “1% of project files are involved in more than 60% of the customer reported
defects”). This phenomenon can be exploited to limit the impact of code freezes on development
not just by applying freezes for a short duration, but also to the most problematic parts of software
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or to most problematic tasks. We refer to such selective application of code freeze as “code un-
freeze” to signify that the approach allows a significant portion of changes to land even when
the quality concerns are paramount. Many of the software defects are a result of unanticipated
dependencies or interactions, e.g., [13]. The complicated web of explicit and implicit dependencies
is a hallmark of any nontrivial software product and development team. We, therefore, consider
ways to capture and quantify the structure of software and authoring dependency networks and
use it to identify problematic areas and tasks and segregate from the rest of the software that could
be safely un-frozen.

Much of software quality research is, unfortunately, not tightly integrated into the actual software
development process [19, 45]. To address that and inspired by the participatory action research
(PAR) approach [3, 47], we both investigate practices of code freezes at Meta while actively
participating in their evolution by modifying approaches from existing software engineering
literature to fit Meta’s needs.

1.1 Research Questions (RQs)

Although code freeze (a temporary prevention of non-critical changes to the entire codebase or
to the maintenance branch) is widely used in industry, the practice is not clearly defined in the
research literature. We, therefore, start by investigating how the concept is defined and applied at
Meta (see Section 5).

We then provide answers to the following RQs.

RQ 1. Current Practice: How Does Meta Currently Conduct Code Freezes?

We want to understand how code freeze was and is currently conducted at Meta. To answer this
RQ, we worked with quality engineers and managers responsible for conducting freezes.

Result Summary. We found that code freeze definition and implementation was substantially
different from those found in the research literature. First, Meta does trunk-only development so
branch-specific freezes do not apply. Second, the timing of code freezes is not based on release
maturity but on other factors, such as based on disruptions to developer teams, and reliability.
Third, in Meta’s code-freeze some of the diffs are allowed to land. Fourth, the permission to land
during the code freeze is not based on the type of diff (enhancement vs. fix) but on diff risk and,
even for risky diffs, on the diff gating process. Fifth, to determine the risk each manager from
distinct areas of the codebase designates an area expert to specify the code paths that they deem to
be the most important. Any diff to such files would be either blocked (the so-called “red-zone”) or
gated (“yellow zone”). If their diff is gated, and the engineer still wants to land the diff, they must
provide a rationale and potentially obtain approval from the area expert.

In a historical analysis, when code freeze is applied by restricting diffs to the file paths selected
by experts (ExpertPaths approach), we find that 27.3% of diffs would have been gated and 38% of
SEVs would have been captured (here and below by “would capture” we mean “would have been
predicted as risky”).

RQ 2. FileModel: How Well Does the File Risk Model Gate Diffs with SEVs?

To improve upon the ExpertPaths approach, we first developed a file-level risk model to exploit
the fact that only a small fraction of files are involved in SEVs. Statistical software risk models
have been in use for 40years, e.g., [8, 11, 16, 18, 29-31, 34], so we had a wide selection of options
to choose from. The key aspects essential for practical deployment included the simplicity of the
model and of the predictors to be able to develop, retrain, and deploy it rapidly in a very large
software development organization, the ability to simply explain the resulting risk to software
developers whose diffs are gated, and the ability to easily modify the gating level based on the type
and objectives of the freeze. This led us to choose a logistic regression model with predictors that
capture the complexity of software and work interdependencies, e.g., [6, 29], and properties of the
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source code, e.g., [31]. The risk for all modified files is calculated and if risk for at least one file is
above a threshold, then the diff is gated.

Result Summary. Had we used the FileModel to gate the same number of diffs as the ExpertPaths
approach, the FileModel would capture 56% of SEVs or double the odds ratio of capturing the
SEV-causing diff in comparison ExpertPaths approach. The most important features (by the term
“feature” we indicate predictor used in the model) are: the number of prior SEVs, whether the code
was part of the core, and the number of lines of code (LOCs) in the file.

RQ 3. DiffModel: How Well Does the Diff Risk Model Gate Diffs with SEVs?

We further tried to improve upon the FileModel by exploiting individual properties of each
diff. The models of the software diff risk have been around for 20 years, e.g., [16, 29, 55]. Instead of
calculating the risk for individual files, we calculate the risk for the entire code change, i.e., diff. We
use the classic features, including prior SEVs and churn, as well as supply chain metrics. Not only
can a diff level model better account for file-level risk, but it can also factor aspects related to the
diff author and reviewers.

Result Summary. Had we used the DiffModel to gate the same number of diffs as the ExpertPaths
approach, the DiffModel would capture 60.8% of SEVs (an odds ratio of 2.5 over ExpertPaths
approach and 1.2 over FileModel). The most important features are the prior SEVs, number of
reviewers, and number of files in the diff.

RQ4. Production: How Well Does the Risk Model Work in Practice?

The first major test of the risk model was in July which saw high traffic levels. The largest
production usage of the risk model occurred over the holiday period of mid-November to the start
of January 2023, where outages can significantly reduce user satisfaction.

Result Summary. Despite record traffic levels in July, the FileModel ensured that no major SEVs
were introduced. In total, 26% of diffs were gated, 8.8% of all diffs (or 33% of gated diffs) were
allowed to land after the developer provided landing rationale. The DiffModel was deployed for
the winter holiday period and only 16% of diffs were gated, 5.7% were allowed to land after the
developer provided landing rationale. When we compared to the prior year, we see a 42% increase
in the number of landed diffs. Instead of seeing a corresponding increase in SEVs, we see a 52%
decrease in the number of SEVs compared to last year. This reduction in SEVs also reduced the
operating cost related to dealing with SEVs by 47% and meant fewer disruptions for engineers
during the holiday period. The risk model has been enormously effective at allowing low-risk diffs
to land while gating high-risk diffs and reducing SEVs.

This article is structured as follows. In Section 5, we review the industrial reports and literature
on code freeze, and describe code un-freeze practices at Meta in Section 4.1. In Section 2.2, we
present the history and state-of-the-art on risk modeling in software engineering. In Section 3.2, we
introduce the features, risk models, and evaluation that we developed for use during code freezes
at Meta. In Sections 4.3 and 4.4, we present the results for our file-based and diff-based risk models,
respectively. In Section 4.5, we discuss how the models were used to do code un-freezes at scale in
production. In Section 6, we discuss threats to validity. In the final two sections, we discuss our
contributions in the context of the literature and present concluding remarks.

2 Background

To motivate our RQs we explain the essential aspects of software development at Meta, present
general code freeze practices reported in the literature, and give a very short overview of the risk
modeling in software engineering and how it can be exploited to identify low risk files or tasks
that could remain unfrozen.
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2.1 Background on Software Development at Meta

Meta develops software for both its servers and client devices, including specialized hardware
devices. This approach facilitates swift software updates and provides meticulous control over
versioning and configurations. At Meta, this deployment strategy has cultivated a routine of
frequently “pushing” new code to production. Prior to any push, the code undergoes peer review,
in-house user testing, and comprehensive automated and canary tests. Once deployed, engineers
scrutinize logs to spot potential problems.

At Meta, it is customary for engineers to review each other’s code. This process serves several
functions. Firstly, it motivates the original coder to maintain high coding standards. Secondly, a
reviewing engineer, with a fresh perspective, might detect flaws or propose better solutions. Thirdly,
it promotes the dissemination of coding practices and specific code knowledge throughout the
organization. Meta uses Phabricator! as the cornerstone of its CI system. This platform facilitates
contemporary code reviews, wherein developers submit code changes, that are referred to as diffs
at Meta, and provide feedback on their peers’ changes before they are either integrated into the
codebase or rejected.

Phabricator and version control systems are used as part of the development process. Phabricator
tracks code diffs, author/reviewer actions, and the current state of all diffs. Developers submit their
code for review, creating a patch representing the initial version of the code. Reviewers can suggest
improvements, leading to additional revisions until the diff is either approved and incorporated
into the code base (the diff “lands”), or until the diff is abandoned. A diff is a collection of patches
representing the initial version of a bug fix or enhancement, along with any revisions made during
the diff’s lifecycle.

2.2 Background on Risk Modeling

Software risk modeling literature is based on the empirical fact that the chances of a defect are not
homogeneous over time, code, and tasks. We start with the key aspects of software risk modeling
and describe how it can be applied to the problem of code freezes at Meta.

2.2.1 Risk Prediction Literature. Statistical software risk models have been in use for 40 years,
e.g., [8, 11, 16, 18, 29-31, 34]. Research that predicts the risk of individual changes are more recent,
but still spans over 20years, e.g., [16, 29, 55]. A proper review of this literature would require a
book, and numerous survey papers exist, with some of the latest being [34, 55]. We focus only on
aspects most relevant to our context. This involves the object for which the risk is predicted (source
code file or change), the kind and operationalization of what is considered to be an adverse event,
and the distribution of these adverse events.

The unit for which the risk is predicted could be a time period, a piece of code (such as a file
or a module), or a change/task (i.e., diff). Since methods differ depending on the target unit, to
discriminate between task and file risk prediction, the task risk prediction is often referred to as
“just in time prediction” [16, 29]. The object of this work are models and methods to predict if a
file (or a code change) will be involved in (cause/trigger) a software failure. Much of the literature
is focused on “bug prediction.” Unfortunately, the notion of a bug is typically defined implicitly
(marked as bug in an issue tracking system) and such “bug” changes may constitute most of the
development work (with over 75% of all changes in a project).

A subset of the literature considers only the “bug” changes that are actually affecting end users
or customers of the software product. In this context, only a tiny fraction of changes are related to

Uhttp://phabricator.org.
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customer problems unlike for bug fixes found during regular course of software development. Rare
events are much harder to predict and may require different kinds of models, e.g., [49].

Unfortunately, even these customer-impacting changes typically represent fixes to customer
problems and not the causes/triggers of these problems. To identify the causes, researchers use
heuristics that tag previous changes made on the same files, but the accuracy of such tagging may
be extremely low [7, 32, 36, 40, 52] and that low accuracy has enormous impact downstream on
just-in-time prediction [10]. We are aware of only a few (one) prior publications where changes
were explicitly tagged by the development team as causing SEVs [29].

In our context the outcome measures involve not just the fraction of SEV-causing diffs (changes)
identified, but also the fraction of diffs that were gated to account for the process overhead. This
attempt to take into account the overhead of flagging something as risky is somewhat analogous
to so-called effort-aware models, e.g., [15], where effort is spent on remediating units incorrectly
flagged as risky. What, perhaps, is unique in our study is that the code-freeze process can be easily
controlled by deciding what fraction of diffs should be gated. The role of the prediction models is
then simply to maximize recall (fraction of SEV-causing diffs) given that specified level of gating.
Conceptually it is important to distinguish failures (the manifestation of a bug/fault) from faults
(bugs). The same fault may cause many different failures while a single failure may be the result of
a confluence of factors, including multiple faults. Outages are typically a result of failures caused by
defects in the software used to run the service. At Meta, SEV resolution process requires determining
and recording the cause of the SEV. For some SEVs the causes are not rooted in software changes
but represent environmental changes, for example, hardware or network problems, unexpected
level of traffic, or other factors. The process to handle each SEV involves, among other things,
identifying its trigger. While some of the triggers are not software related, in many cases triggers
are identified as software diffs. Due to the many-to-many relationship between faults and failures,
more than one diff may be identified as a trigger and the same diff may trigger multiple SEVs. These
extremely valuable data linking SEVs to the diffs that caused them were then used to create models
of file and diff risk. While such data may not exist in all companies, we hope that the value it could
provide to balance quality and productivity, would encourage more companies to collect such data.

2.2.2  Precursors of Risk. While the risk prediction literature is focused on how to use properties
of files or changes to predict the associated risk score, it is worth considering more generally
why certain aspects of software or a change are affecting the chances of a failure. To characterize
this complexity, it is worth observing that each software change is produced by a developer
who does not have a perfect understanding of what behavior the change should implement in
conjunction to their imperfect understanding of how the change might affect all different parts
and aspects of a large software system. In other words, failures and SEVs are often caused by the
inability to fully comprehend all possible ramifications the change brings not only to a particular
piece of code but also to all parts of the code it may be related to. An elegant framework [13]
illustrates such scenarios via the concept of constraint violation. Specifically, problems arise when
the new constraints implemented by a change are not perfectly aligned with the constraints
imposed by previous changes or when the systems environment violates the constraints of the
existing implementation. The complexity of the software supply chain with deep and complex
interdependencies makes it harder to know and satisfy all the explicit and implicit constraints,
hence we postulate the first cause of software failures to be based on software interdependencies.
Prior work defined three types of software supply chain [26, 27]: dependencies, code copying,
and knowledge transfer. The dependencies are typically represented by the call graph where a
function that is invoked is implemented in another package or a file. Co-changes (files changed in a
single diff) are often used to represent logical dependencies. We do not use file copying as it is not
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necessary at Meta due to the megarepo (a single repository) all Meta projects use and, therefore,
can reuse each other’s code without copying. The knowledge transfer is typically represented by
the same person working on different parts of the code.

Furthermore, in a large system, many developers are working in parallel, so it is not unusual
for them to have a slightly different understanding of the system. In case their mutual decisions
violate certain constraints (as discussed above), the violation may manifest itself in unexpected
program behavior or a fault leading to an SEV. In short, software development may be thought of
as a complex network of software dependencies and knowledge transfer (the so-called software
supply chains [26]), where the complexity of the network may lead to software problems. Thus,
coordination problems that may be partially expressed via software authorship network (and its
interactions with software dependency network) is our second postulated cause of failures.

Finally, since the earliest days of assessing software quality it was recognized that the complexity
of the particular piece of software may affect the chances of failure. While numerous metrics were
proposed to measure file and class complexity, the simple measures such as the lines of code in a
file or a function or cyclomatic complexity, tend to suffice, e.g., [44].

The structure of the network introduces unevenness in terms of which parts of the code and
which changes are responsible for most of the faults. For example, it was reported that 3% of
the code is responsible for over 90% of customer-facing faults in switching software [28]. The
state-of-the-art code inspection, code analysis, and testing practices are critical for [12], but they
are not sufficient to achieve optimal results and require significant effort. This unevenness can,
therefore, be exploited to focus quality improvement resources on the most problematic areas.
In fact, many of the measures used to predict failures in the past are measuring the properties of
the network, though not always explicitly. For example, the number of files modified by a diff,
the number of past diffs to a file are, in fact, degree centrality of the co-change and authorship
network correspondingly. Some work explicitly considers network measures explicitly, for example
clustering coefficient used in [6], and social networks of authors [4, 43, 48, 51, 53, 56].

3 Methodology and Data

In this section, we discuss the method we used to understand the current state of code freezes
at Meta and ways to adapt and deploy relevant research results into practice. We then describe
statistical modeling methodology and the data we used to model risk, and the outcome measures to
evaluate how effective the models are.

3.1 Discovering the Context

Not all software quality research stems from or is tightly integrated into the actual software
development process. Inspired by the PAR approach [3, 47], we both investigate practices of code
freezes at Meta while actively participating in their evolution by adapting approaches from existing
software engineering literature to the specific organizational needs at Meta. To support overall
organizational priorities at the time, the research team was engaged by the units tasked with
planning code freezes. Initial meetings were devoted to better understand the history and current
code-freeze practices as well as understand the perception of the remaining problems. Armed with
this understanding the research teams suggested potential short- and longer-term approaches to
address them that were then evaluated and prioritized by both teams and their upper management.
Such a close alignment with all key stakeholders: software developers, management team, and
quality engineers have been cited as critical to success in various contexts [33, 35, 46, 54]. The
second important aspect for the success of this initiative was appropriate timing. The problem
was considered a priority, the solutions implemented at the time were lacking (e.g., no diff- or
file-specific risk, low recall), and the enhancements proposed by research team had undergone
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an evaluation using historic data that showed significant promise [46]. A third factor that likely
contributed to success was the significant effort spent by the research team to adjust and reinterpret
existing research results for the specific needs of the organization [33] (e.g., the lack of maintenance
branches, specifics of the measurement process). The fourth success factor was rapid prototyping
of potential approaches, including evaluation of their performance, so that the management and
development teams could rapidly move in the most promising direction [21]. For example, back-
testing various strategies under realistic scenarios and providing direct comparisons between
existing and proposed approaches. Fifth, the introduction of new techniques was designed to be
evolutionary and iterative, based on the existing set of processes and tools with only necessary
changes at each iteration. For example, we started with a simpler task of file-specific risk using
preexisting metrics and gradually added more sophisticated metrics and moved to diff-level risk.
Sixth, the success of the initial improvements generated the trust and motivation to rapidly deploy
further improvements [46]. Seventh, the researchers involved in the effort have, over several years,
built good understanding of organizations’ general needs and the reputation for providing ideas
and tools that lead to practical improvements in other contexts.

In short, the understanding of the code freeze needs was built by discussion with the management
team, reliability engineers, and developers spearheading quality improvement efforts. Based on
these interactions and retrospectives of previous code freeze efforts a detailed understanding of
aims, results, and shortcomings of the existing code freezes was obtained. It was then used to
create the three-dimensional code freeze framework and suggested ideas on how best to move
forward. Since the effort was primarily driven by the engineering and quality teams it resulted in
an extremely rapid transformation of research prototypes into the production tool chains.

3.2 Risk Modeling at Meta

As noted above, the key aspects essential for practical deployment included the simplicity of the
model and of the predictors to be able to develop, retrain, and deploy it rapidly in a very large
software development organization, the ability to simply explain the resulting risk to software
developers whose diffs are gated, the ability to easily change the gating level based on the type
and objectives of the freeze. This led us to choose a logistic regression model with predictors that
capture the complexity of software and work interdependencies, e.g., [4, 6, 29], and properties of
the source code, e.g., [31].

For an industry deployment, all measures need to be calculated in near real-time (as diff is landing)
and, for at least some of them, easily understood by engineers as causes of risk. We, therefore, chose
to rely on a very small group of measures that represent the complexity of code interdependences,
coordination complexities, code complexity, and the expertise of authors involved in making these
diffs. As discussed in Section 6, many alternative models had similar performance. Strikingly, all
models required very few predictors to reach that performance.

3.3 Data Collection

While the precise features are described in the next section, here we explain data collection
procedure Meta for SEV models. We collect data from code measurement systems, such as lines
of code, cyclomatic complexity, line test coverage, and code ownership, including whether the
file or the owner were specially designated (as described in the next section). A system to track
every SEV was used company-wide to determine the root cause of every outage. Relevant for our
purposes, it recorded a SEV trigger, which in case of software outages, was a diff or a set of diffs.
Due to strong focus on customer experience, the accuracy of SEV data was considered a priority.
We used Phabricator to obtain the remaining measures, such as diff creation and landing times,
affected files, author, reviewers, and test plans. Hence, we linked SEV and diff data via diffs that
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Fig. 1. Software supply network. Blue lines are author-to-diff, black diff-to-file, and green function call
(file-to-file) links. File Aside.cpp is in the periphery with only a single author and co-changed with a single
file, while index.cpp is more central with two authors, three other files either calling functions in it or being
called from it, and co-changed with two files.

were triggers to SEVs and code metrics via file names modified by diffs and diff time (code metrics
evolve over time as files are changed). From the supply chain network perspective, we obtained all
the nodes represented by files, diffs, and authors from Phabricator. As shown in Figure 1 the links
were co-changes (files modified by each diff), authorship (file-to-author via authored diffs), and call
graph aggregated to file level. Since the call graph edges represent links from function invocation
to function definition, there may be several functions defined in, for example, file query.cpp that
are invoked from file index.cpp. By aggregation to file level, we mean that only one link is created
from index.cpp to query.cpp if there is at least one call from the source code in file index.cpp to a
function implemented in file query.cpp. The network was dynamic as each diff has time attributes.

Degree centrality is the simplest network measure, such as the number of reviewers or files for a
diff. The main issue with the measure is that it does not take into account the importance of the
nodes these edges lead to or from. We used Katz centrality [17] to take into account not just the
number of other nodes (degree centrality), but also the importance of these nodes. We calculate
centrality using the complete co-change, authorship, and call graph links to ensure the technical
structure transfers to and is affected by the social structure. For example, many files may depend
on a specific file F. Any developer who modifies F inherits some of that centrality by being linked
to the central node.

3.4 Model Features

At a high level, we went through the following procedure for model selection (a similar procedure
was used on a regular basis to update the production model as well). First, for each dimension we
selected approximately five high-level measures previously described in research literature and
then we investigated correlations among operationalizations of all resulting measures. Software
engineering measures tend to be highly correlated, e.g., [22, 23], but models with highly correlated
measures are harder to interpret, have unstable estimated coefficients, and poor predictive power,
e.g., [9]. For our purpose, we evaluated models by fitting them on a year of historic data and
evaluating based on their performance on (non-overlapping) 6 months of current data. To prevent
hard-to-explain models, we selected at least one measure from each area (complexity, interdepen-
dencies, coordination, and experience) that was easiest to interpret (developers want to know why
their diff is gated) and simple to calculate (the risk calculation had to be done in real time during
diff landing). We also included all remaining measures that had a lower than 0.7 correlation with

ACM Transactions on Software Engineering and Methodology, Vol. 34, No. 7, Article 211. Publication date: August 2025.



211:10 A. Mockus et al.

Table 1. Features for FileModel

Measure Description Calculation
had_sev(f,t) Has the file been modified by an SEV-causing diff in the past? 1 & 3d:df Ndsex Ndr < t; else0
past_dif fs(f,t) Number of times the file has been changed in the past [{d:dr Ad; < t}]
is_core(f) True if the file belongs to an org that provides code with critical
online services to most other orgs
test_cog(f,t) Percent of lines covered in unit tests for file f at time ¢
loc(f,t) Number of lines of code in the file f at time ¢

For rapid deployment only the most basic easy-to-compute features were included. f: file, dy: indicator that diff d
modifies f, dseo: indicator that diff d caused a sev, d;: diff d landing time . When diff d lands, maximum risk over the
modified files is calculated: r(d) = maX{f,df;.r(f, d).

this initial set. While initially we considered only approximately 20 candidate measures, eventually
it grew to almost 100, though only 15 or so were used at a time for the best-performing production
model. While all of the measures were related to gauging complexity of one sort or another, we
also included a more direct measure of risk: whether or not any of the files modified by the diff
have been previously modified by SEV-causing diffs. Finally, we fitted a logistic regression model
on the training dataset. Measures that did not significantly contribute to explaining the variance
(p-value < .1 or the difference in deviance under 2.6 for the likelihood ratio test if the addition
increases likelihood significantly) were excluded from the model. Resulting models were then used
to predict SEV-triggering diffs on the test datasets.

The measures used in FileModel and DiffModel are shown in Tables 1 and 2, respectively. The
FileModel contains a limited set of features that could be pre-calculated and immediately used
in production. The DiffModel, being the second iteration of the deployment, could contain more
advanced features, such as the centrality of the author, that are more difficult to compute and are
only gradually being rolled out in production.

More central file nodes would point to files that are often called or have methods called from
many other files, have many authors, are frequently co-changed, and are connected to other files
that are central. It thus captures almost all of the dimensions known to be associated with faults.
We do not collapse the author-commit-file multi-graph into author-only or file-only networks as
was commonly done previously [4, 6, 43, 48, 51, 53, 56].

The number of files in a diff (degree centrality) serves as a proxy of coordination requirements
previously found to increase risk, e.g., [29]. The entirely new set of files modified by the diff makes
it unlikely that the functionality implemented there would be immediately used (and hence cause a
SEV). The number of reviewers may indicate that a diff requires expertise from several domains.
It was previously found that author expertise as measured via past diffs to the same area of the
codebase reduces risk, e.g., [29].

The size of the file is a proxy of complexity and larger files contain more code, so even if the
SEV would be equally likely to affect any particular line in the codebase, large files would more
likely contain it. The amount of code changed in a diff should increase risk. Cyclomatic complexity
takes into account not just the size of the file but also the branching structure. Files implementing
complex logic may be more risky.

The maximum of the test coverage represents the fraction of lines covered during test execution.
Intuitively, more testing should capture faults before they become SEVs, the observational nature
of this study suggests that, quite likely, files with (or likely to have) SEVs get more extensive test
suites (and correspondingly larger test plans).
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Table 2. Features for DiffModel Include Advanced Features at the Diff Level That Are Being
Considered for Use in Production

Category Measure Description Calculation
Defects had_sev(d) True if any of the files in the diff max{f.d,) had_sev(f,d;)
have been modified by a
SEV-causing diff in the past
Interdependencies  call_centrality(f,t) The maximum Katz call graph max{f.d,) cent(f,d;)
centrality of the files in the diff
num_of _files The number of files modified by [{f :dr}
the diff
dif f_only_creates_files True if all of the files modified by  [{f : dr}|
the diff are created by the diff
Coordination num_reviewers(d) The number of reviewers for the |{r:d,}|
diff
author_centrality(d) Katz centrality of the diff author cent(a,d;)
based on co-change, authorship,
and call graph links
Expertise sum_author_churn_files(d)  Author expertise measured by the |cup{f:df) {D:D; <t ADgADg}|
number of diffs to the files
modified by the diff in the past
File complexity churn(d) Sum of the lines of code in Z{f;df) LOC(f,t)
modified files
complexity Maximum cyclomatic complexity max{f.d,) CC(f,t)
over modified files
Testing test_plan_length(d) Length of the test plan for diff d
max_test_coverage(d) Maximum percent of lines max{f.q.) test_cog(f,d;)
covered in unit tests )
diff duration total_dif f_time(d) The elapsed time from diff d
creation until landing d;
Codebase all_recent_files(d) Whether all modified files min{f,D;deDf} D; >d;

{f : df} were created recently
(within 3 months)

is_core(d) True if any of the modified files
{f : dr} belong to an org that
provides code with critical online
services to most other orgs

The measures are computed for each diff separately as they were at the time diff landed. The notation is the same as
in Table 1. In addition, cent(f,t): centrality of file f at time t, CC(f,t), LOC(f,t): cyclomatic complexity and
lines of code of file f at time ¢, d and D, are diffs, a: author, r: reviewer, d,, d,: indicators that a authored and
r reviewed d.

Diffs that take longer may indicate they are more difficult, hence more risky. We also add
predictors for recently created files (assuming lower risk) and the type of functionality involved.
Some of the core and business-critical services are deployed in many products: we assume that
critical codebase could be identified by code ownership.

For files and diffs our response is a Boolean: whether or not a file will be modified by a SEV-
causing diff in the former case and whether or not a diff will trigger a SEV in the second case.
Logistic regression models are commonly used for such data. In addition to being simple to fit
and extremely simple to predict and explain (via an explicit formula), logistic regression produces
predicted probability of an SEV that could be easily have a threshold (see Section 3.5) to achieve
various levels of gating without refitting the model. Furthermore, logistic regression is commonly
used in risk prediction models. We represent the models using R syntax. All continuous variables
are log transformed using the log1p function because they have a skewed distribution. We add one
to ensure that there are no zero values in the log transformation. We do not show log1p to make
the model easier to read. In practice, some of the data may be missing or incorrect (e.g., positive
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quantities have a negative value). We correct such instances and impute missing values to avoid
errors in the production environment.
The FileModel has the following form in R syntax:

FileRisk ~ had_sev + past_diffs + is_core + test_coverage + loc.
The DiffModel has the following form in R syntax:

DiffRisk ~ had_sev + call_centrality + num_of_files + diff_only_creates_files + num_reviewers
+ author_centrality + sum_author_churn_files + churn + complexity

+ test_plan_length + max_test_coverage + total_diff_time + all_recent_files + is_core.

3.5 Thresholds and Outcome Measures

Unlike PathModel, FileModel allows for adjusting the number of DiffsGated for a particular
type of the code freeze. The actual decisions on the exact timing and the threshold to be used in each
code freeze concern specific business or engineering needs and are beyond the scope of this study.
The documents planning the code freezes were worked out based on discussions among quality
engineers, software engineers, and engineering management. The key part of the discussion was
the quantitative evaluation of the tradeoffs between the fraction of DiffsGated and the percentage
of SEVs that are captured by the model, i.e., CapturedSEVs. The thresholds varied because the
objectives of each code freeze were different.

As noted above, the dual goals of the code freeze are to reduce the number of SEVs, i.e., severe
faults and minimize the disruption to the development team. Once the threshold is selected, the
model flags (gates) diffs exceeding this threshold risk. The fraction of all diffs that are gated and the
fraction of DiffsGated that actually lead to SEVSs, i.e., CapturedSEVs are, thus, the two primary
outcomes used to compare models and to decide upon the threshold to be used in each code freeze.
To calculate actual probabilities to be used as thresholds, a model was applied on 3-6 months of
data producing the probability for each diff. The probability value p, for which a desired (e.g.,
20%) fraction of diffs in this set would have greater risk (e.g., p. = percentileyop) was then used to
configure the gating tool.

When the model is released in production, engineers are allowed to select a rationale for why
a diff that was marked as risky should still be landed. We report the number of diffs that have a
rationale and are landed.

4 Results
4.1 RQ 1. Current Practice

Our first research question was to better understand existing software development practices related
to the code freeze, or:
How does Meta Currently Conduct Code Freezes?

4.2 Types of Code Freezes

To understand how code freezes are conducted at Meta we follow methodology described in
Section 3.1. We found that each code freeze strategy aimed to reach a meaningful balance between
quality and productivity. The first approach restricts diffs during certain periods, such as before the
release, when technical support is hard to come by, or when usage is high. The second approach
restricts diffs to certain parts of the codebase. This is motivated by the fact that modifications to a
very small fraction of the codebase are responsible for almost all SEVs. The last approach restricts
landing of certain diffs that are deemed to be risky.
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“Red Zone” Freezes. Since Meta conducts trunk-only development and there is only one “branch,’
so code freezes can only be short-lived. The initial approach avoided all diffs during certain high
risk, high usage “red zone” periods.

Tooling changes were then introduced to automatically prevent landing of all diffs during “red
zone” unless an exception was obtained. This undifferentiated approach was objected to by the en-
gineers who could not land diffs that would not cause SEVs for end-users, e.g., diffs to internal tools.

Timing is arguably the most essential part of the code freeze as an infinite freeze would inhibit
the ability to evolve the software permanently. Traditional code freezes affect only maintenance
branches and, therefore, do not disrupt trunk development. At Meta, as in many other software
companies that offer online services, releases are very frequent, and, because of that, branches for
maintenance mode (where code freezes are typically applied), are not used. Instead, the code freeze
is applied for two primary reasons. First, it is applied during special events when system SEVs
would be especially detrimental to user experience and Meta’s reputation. These events typically
correspond with holidays or other special events of that kind. Second, freezes are applied when SEV
would cause unwanted disruptions to the engineering team, such as during weekends or holidays.
Weekend freezes also tend to cause much less disruption to the development process as diff landing
activity is much lower. Generally, a much higher percentage of diffs are gated for the freezes of the
first type than for the freezes of the second type. In addition to the two primary freeze types, other
freezes are also conducted. For example, there may be specific occasions to support a one-off event.
In these cases, only functionality that is relevant to that event is frozen, thus limiting the overall
disruption caused by the freeze.

The next three approaches are discussed in more detail below and involve expert-based selection
of risky files (ExpertPaths), model-based selection of risky files (FileModel), and, finally, model-
based selection of risky diffs (DiffModel). The three approaches go beyond simply timing code
freeze and into specific strategies to enforce the code freeze by where development occurs (location)
and even by individual tasks (diffs).

Location-Based Code Freeze. The first, ExpertPaths approach, relies on experts being able to
correctly identify a set of risky folders that, diffs modifying any file within these would tend to be
more risky. Furthermore, not all files within a folder have the same risk. With a very large codebase
it would be too cumbersome (and likely ineffective) for experts to assess the risk of each individual
file. Finally, with ExpertPaths approach it is not possible to easily control what fraction of SEV-
causing-diffs end up being flagged versus what fraction of all diffs are flagged. These shortcomings
can be addressed by employing some of the well-studied defect prediction models described in
Section 2.2. Historic data on past SEVs are particularly well-suited for risk models that, unlike
experts, can be used to identify the most risky files, not just the most risky paths. Using a suitable
risk model it is also possible to easily adjust risk thresholds used to gate the diffs. In summary, the
resulting FileModel represents a more elaborate and flexible version of location-based code freeze.

Diff-Based Code Freeze. The time- and location-based code freeze can reduce code freeze ineffi-
ciencies substantially, but further improvements may be possible if we also take into account the
properties of individual diffs. As described in Section 2.2, the so-called “just-in-time bug prediction”
literature models risk of individual code diffs. The advantage of a diff-based model is that it can
take into account the properties of individual diffs. For example, the risk of a diff that modifies only
comments even in the most risky file is low, but location-based models would not be able to predict
that. On the other hand, a diff modifying numerous, even if not risky, files, might pose higher risk.

As the approach was deployed, we first implemented a file-risk approach based on modeling
the probability that a file will be involved in a diff that causes an SEV. If a diff modifies a file that
exceeds threshold risk, the diff is gated. The gating percentage can be determined by observing the
quantile of risks for past diffs and used as a threshold value for the code freeze.
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Table 3. The FileModel Logistic Regression Predicting If a File Will be Part of an
SEV-Causing Diff

Measure Direction Deviance z value Pr(>|z|)
(Intercept) - NA -277 0.00
had_sev + 60,000 238 0.00
past_diffs + 51 8 0.00
is_core + 15,000 111 0.00
test_coverage - 650 =25 0.00
loc + 3,200 57 0.00

The model explains 31% of the deviance. The “Deviance” shows likelihood ratio of including
the predictor in the model.

In summary, the traditional code freeze prevents changes to the codebase for a short period of
time before a release. At Meta we find that code freezes are done in several different ways.

The objective of code freezes was to minimize disruption of development while ensuring the
best user experience. Historically, they were implemented as restrictions on code integration
based on the perceived risk and when the files were modified.

4.2.1 Code Freezes by ExpertPaths. One way to determine the risk of a diff is to ask a domain
expert. This is, unfortunately, impractical due to the need to assess large numbers of diffs as they
land. An alternative is to ask experts to assess the risk of changing each file. While the number of
files is lower than the number of diffs, it is still formidable. As described in Section 4.2, a compromise
approach was used at Meta, where the experts in each domain were asked to specify a range of
paths (typically using regular expressions) where, according to their perception, the diffs are most
likely to lead to a SEV, i.e., the location-based dimension of code freezes.

In practice each manager from distinct areas of the codebase designates a developer who is an
area expert to specify the code paths that they deem to be the most important. Any diff to such files
would be either blocked (the so-called “red-zone”) or gated (“yellow zone”). If their diff is gated,
and the engineer still wants to land the diff, they must provide a rationale and potentially obtain
an approval from the area expert. To assess the effectiveness of this approach and to compare it to
model-based approaches we conducted a historical analysis to understand how many diffs touch
these file paths and how many of these gated diffs would have led to SEVs. We found the following:

In a historical analysis, when code freeze is applied by restricting diffs to the file paths
selected by experts (ExpertPaths approach), we find that 27.3% of diffs would have been
gated and 38% of SEVs would have been captured.

4.3 RQ 2. File Risk Model
How Well Does the File Risk Model Gate Diffs with SEVs?

Instead of selecting files based on expert opinion, we use past diff history to identify if certain
files are more likely to be modified by SEV-causing diffs. The features for the file risk model have
been described in Sections 2.2.2 and 3.4. The results of a logistic regression predicting if a file will
be modified by a SEV-causing diff are shown in Table 3.
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Fig. 2. Percentage of diffs gated vs. the number of SEVs that were captured by FileModel and DiffModel.

The correlations among predictors were especially high at the file level, hence we needed only
a few predictors to get a good model with 31% of the deviance explained. Table 3 shows that the
two most important predictors are whether the file was previously modified by a SEV-causing
diff and if the file was a part of the core functionality. Cyclomatic complexity had 0.96 Spearman
correlation with loc, hence it is not included in the model. The remaining predictors have an intuitive
explanation: risk increases for larger files with more past diffs and decreases with test coverage. In
fact, SEV-causing diffs modify relatively few files, similar to other industry reports [28].

Had we used the FileModel to gate the same number of diffs as the ExpertPaths approach,
the FileModel would capture 56% of SEVs or more than double the odds ratio of capturing
SEVs than ExpertPaths approach. The most important features are the number of prior
SEVs, whether the code was part of the core, and the number of LOCs in the file.

4.4 RQ 3. Diff Risk Model

How Well Does the Diff Risk Model Gate Differ with SEVs?

Using the DiffModel developed in Section 3.2, we conducted a historical analysis, given a
threshold for the number of DiffsGated, how many SEVs would have been captured by the model,
CapturedSEVs. Figure 2 plots the effectiveness of the model. The dot represents the path-expert rules
which gates 27.3% of diffs and captures 38.5% of SEVs compared to 56.0% and 60.8% for FileModel
and DiffModel, respectively. The DiffModel consistently outperforms the FileModel after 20% of
diffs are gated. We see that once DiffsDelayed is above 20%, the DiffModel is always more effec-
tive than the FileModel. We also see that it far outperforms the ExpertPaths. Because most of the
SEVs are associated with only a tiny fraction of files, FileModel is surprisingly good and performs
comparably or better than the DiffModel for up to 20% of DiffsGated. Only once the gating level
increases, DiffModel shows the advantage of taking properties of the code diff into account.
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Table 4. The DiffModel Predicting the Chances That a Diff Will Cause an SEV

Category Measure Direction Deviance zvalue Pr(>|z|)
Intercept - NA -19.01 0.00
Defects had_sev + 488 17.14 0.00
Interdependencies call_centrality - 4 —-0.37 0.71
num_of _files + 24 5.17 0.00
diff_only_creates_files - 4 —1.80 0.07
Coordination num_reviewers + 18 2.87 0.00
author_centrality - 5 -1.78 0.08
Expertise sum_author_churn_files - 4 —0.99 0.32
File complexity churn + 80 8.52 0.00
complexity + 4 0.52 0.61
Testing test_plan_length - 3 —6.06 0.00
max_test_coverage + 29 4.80 0.00
diff duration total_diff time + 10 3.06 0.00
Codebase all_recent files - 17 —4.46 0.00
is_core + 91 9.39 0.00

The “Deviance” column shows likelihood ratio of including the predictor in the model.

Table 4 shows the most important features. We see that the two most important predictor (similar
to the file-level model) are an indicator of the diff modifying at least one file previously involved in
a SEV (has_prior_sev) and an indicator of whether the diff modifies core functionality (is_core)
closely followed by the total number of lines changed in the diff, i.e., churn. All three increase the
risk as expected. The secondary by importance group includes new code represented by entirely
new or recent files (both decreasing risk as expected), the number of files modified by the diff,
maximum file complexity, and total time needed to implement the diff (with all three increasing
the risk). Author centrality and prior diffs on the modified files (both proxies of expertise) and the
test plan length all decrease the risk as expected. The two apparent surprises include maximum
test coverage and file call centrality that, unexpectedly, decrease the risk.

We cannot stress sufficiently that the risk models in software engineering are predominantly based
on the observational data, since controlled experiments are rarely conducted in software quality
domain where a serious SEV may be prohibitively expensive. The key problem with observational
data is that of latent variables that cannot be directly observed but that both cause SEVs and affect
other metrics, such as code coverage. Experienced engineers typically have an intuition about
the risk of software components or diffs and try to reduce the risk via inspections, testing, and
other quality improvement approaches. As a result, problematic areas of the code and diffs may
have much higher test coverage and number of reviewers, but still be more likely to have an SEV
despite that extra scrutiny: after all, neither reviews nor testing can catch all the problems. The
model, without the measure of this developer intuition, simply associates more quality assurance
with high SEV risk. Specialized causal analysis techniques may help identify the presence of such
unobserved predictors, e.g., [2], but they are quite cumbersome to deploy in practice. In practice, it
is extremely difficult to explain the implications of observational data, so we cannot deploy the
model that appears to tell the developers to reduce reviews or testing to reduce the risk of diffs.
While the full description of the approach we took to solve the actionability problem is beyond the
scope of this article, the key point is that given high correlations among predictors we can pick
different subsets of predictors without significantly affecting model prediction performance. The
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model that implies meaningful quality improvement action and has good performance is eventually
deployed in practice.

Discussing practical matters of using the model is important to note that displaying the risk is
most useful in advance to diff landing so that the engineer can anticipate if they will be able to
land it once the diff is complete. This puts additional constraints on the model. For example, the
total_diff_time keeps changing, increasing the risk during the lifetime of a diff, hence it cannot
be used in the model. Furthermore, as more reviewers join in, risk keeps (counter-intuitively)
increasing. To address these problems, we can estimate the expected value for each predictor that
changes during the diff lifetime and use it (instead of the actual value) to minimize distraction
caused by constantly changing risk scores.

Had we used the DiffModel to gate the same number of diffs as the ExpertPaths ap-
proach, the DiffModel would capture 60.8% of SEVs, or odds ratio greater than 2.5 than
ExpertPaths approach and greater than 1.2 than the FileModel. The most important
features are the prior SEVs, number of reviewers, and number of files in the diff.

4.5 RQ4. Production

How Well Does the Risk Model Work in Practice?

We present the results from our July deployment. While the risk model had been used to reduce
the risk of diffs on the weekends, the July deployment window was the first major test of the
model in production. At this time, the FileModel was being used to determine which diffs need to
be gated. We report the results for the July 2023 window in this article. Over this 3-day period,
74% of diffs landed without any interruptions, 26% of risky diffs moved into the gated flow, 8.8%
landed with pre-approved exception reasons, 1.0% were escalated for approval, and 0.28% had their
escalation approved. After landing exceptions, this means that only 17% of diffs were delayed until
after the July deployment window, i.e., a maximum “freeze” period of 3 days. Despite exceeding
traffic records at Meta, we did not experience any SEVs.

The largest production use of the risk model was during the winter holiday period that begins in
mid-November and ends in January with multiple intervals of code freeze. The DiffModel is now
in use and only 16% of diffs were gated, 5.7% were allowed to land after the developer provided
landing rationale. When we compare to the prior year’s winter code freeze, we see a 42% increase
in the number of landed diffs. Instead of seeing a corresponding increase in SEVs, we see a 52%
decrease in the number of SEVs compared to last year. This reduction in SEVs also reduced the
operating cost related to dealing with SEVs by 47%, and meant fewer disruptions for engineers
during the holiday period. Risk modeling has been enormously successful and its use continues to
expand at Meta.

~ a

The first major test of the risk model was the July 2023 deployment window. Despite record
traffic levels, the FileModel ensured that no major SEVs were introduced. In total, 26%
of diffs were gated, and 8.8% were allowed to land after the developer provided landing
rationale. The DiffModel’s first major production usage was during the winter code freeze.
Compared to the prior year, despite 42% more diffs landed, there was a reduction in SEVs of
52%. The risk model has been enormously effective at allowing low risk diffs to land while
gating high risk diffs and reducing SEVs.
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5 Discussion

We start from a historic perspective and continue with implications for the current development
process.

5.1 History of Code Freezes

Software engineering literature does not explicitly and precisely define code freeze. For example,
“only obvious bug-fixes to existing functionality will be applied” [50], “during code-freeze the
release engineer is vested with the authority to reject all changes other than bugfixes” [14]. We
found a lone explicit definition of code freeze: “Feature freeze is a phase during release stabilization
when enhancements are no longer added to the release and only critical defects can be fixed in
a separate release branch, while new release development can continue in the trunk. 2) Code freeze
is a phase during release stabilization when no diffs are done to the software and a release artifact
is only tested” [20].

If we look at software development practice historically, the most common approach to focus
software quality improvement was by designating periods of time during which extensive testing
is conducted and no changes or only the critical fixes were allowed (even before [8] version control
systems allowed separating codebase into development and maintenance branches). The reductions
in or elimination of fixes and enhancements were used to stabilize the codebase before software
releases were delivered to customers [38]. A common term used for such activities was “code freeze””
In many domains, software releases used to be rare events with up to a multiyear gap between
major releases. The released binaries, whether for shrink-wrap, server, or embedded software, were
then delivered to the customers via installation media (tapes/CDs/USBs) or via physical devices
running that embedded software. High quality was paramount as the updates were difficult to
deliver, or extremely expensive (e.g., shipping a large-screen TV back to the vendor for repairs), or
not possible. During code freezes, landing of all but the most important bug-fixing diffs would be
prohibited resulting in a stable code base that would then be extensively tested, including via the
long-running stability, availability, or stress tests.

The evolution of computer performance, version control systems, network deployment, alpha and
beta testing, and other advances made it possible not only to maintain different versions of software
(trunk, and maintenance branches), but also to release after each change (continuous integration)
even for the largest products. Linux was one of the first projects to “release early and often” [39] pro-
viding developers with a 2-week window to request change to be merged and then a stabilization pe-
riod where release candidates were created for testing by the community. The “code freeze” or stabi-
lization period lasted on average 62 days [38]. Many projects use multiple stabilization branches with
varying degrees of code freeze. For example, Chrome had development, beta, and stable branches.
At 6-week intervals, the code on development would go to beta, beta would go to stable, and stable
would be released [38]. This staggered branch strategy is very common across the industry [1].

Notably, all mentions of code freeze appear to be related to individual branches of the software,
with maintenance branches getting only critical updates, and alpha/beta branches getting only
bug fixes, and so on, with the development branches allowing all changes. Meta primarily does
trunk-only development with developers integrating their own diffs into trunk. With continuous in-
tegration, diffs are immediately integrated into a master branch and tested, thus becoming available
for delivery to the end user. In the case of Meta, the scale of diffs was so large, that instead of releasing
each diff, the diffs were batched and gradually rolled out three times per day [41]. The move towards
continuous integration and delivery has been described at Meta [41] and Ericsson [20] among others.

As Rossi [41] noted that as a project and company scale, it becomes impossible for a team of
release engineers to determine which features are ready for production. The next evolution of
Meta’s practices pushed this responsibility back to the engineers to decide which features were
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ready for production. An extensive infrastructure allowed for diffs that saw problems in production
to be toggled off reducing the impact of bad code diffs [37].

5.2 Code-Freeze Considerations

As we investigated plans and retrospectives of past code freeze efforts at Meta and participated in
creating and evaluating new approaches, several additional considerations that were not initially
obvious stood out.

First, the primary aims of the code freeze varied substantially among organizations and among
different occasions when code freezes were implemented. This points to the need to tailor the
code freeze approach to a particular context. While, for example, high usage events require focus
on preventing landing of any risky diffs, the freezes done during weekends are mostly to avoid
disturbing engineers with emergency requests to handle the SEV. SEVs for internal tools primarily
decrease the productivity of developers using these tools, but may not have a direct impact on
customer satisfaction.

Furthermore, the main purpose of weekend freezes is to delay the SEV until weekdays, but the
reliability-focused end-of-the-year freezes may be also used to make the diff less risky and engineers
may need to be informed exactly why their diff was gated and what remedial actions are recom-
mended. Besides these two extremes (long, usage-based and brief, engineer availability-based) other
types of freezes may be employed in cases of introduction of major new functionality (for customer-
facing products) or expected high development activity periods (for internal development tools).

While each type of code freeze has different objectives and requirements, generally speaking,
brief code freezes are mostly focused on delaying SEVs and have lower levels of gating than the
long-term periods of high system usage code freezes. The latter add additional requirements to
explain to engineers the risk causes and potential remedial actions.

It is important to note that in all cases, the critical question is how to maximize the fraction of
SEVs causing diffs for a given level of gating as only a tiny percentage of diffs cause SEVs.

The key lesson is that the code freeze approaches that have previously been used for maintenance
branches, need significant modifications for trunk-only development. Trunk, unlike the maintenance
branch, directly impacts most of software development. The first approach to avoid disruption was
to use heavily constrained time periods where the diffs were prevented from landing. Even brief
code freeze periods were causing significant overhead and motivated differentiated gating based
on the location and task.

5.3 Implications for Developers

As our findings show, the return (after over 50 years) to trunk-only development brought the
need to modernize code-freeze, which was relegated to help manage maintenance branches only.
Furthermore, removal of release managers due to the sheer scale of changes that need to be
incorporated almost in real time, required the development of other coping strategies to ensure
uninterrupted operation.

We found that the traditional code freeze dramatically slows development during periods when it
is applied. To prevent such slowdown code needs to be “un-frozen.” As we describe above, generally
three strategies are used at Meta to accomplish that. First, the timing of the freeze is based on the
particular goals to be achieved, for example, to manage developer interruptions during weekends
and to ensure uninterrupted operation during hi-usage periods. Outside these periods, code is
unfrozen, removing impediments to developer work. The second approach is to identify parts of the
code base that are more critical (i.e., used for most critical services). This unfreezes development of
the remaining codebase. All changes modifying critical codebase are prevented, however. The third
approach, instead of focusing on the codebase, considers the risk of individual changes, allowing
remaining changes to proceed.
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The effectiveness of the last two approaches highly depends on the ability to accurately pinpoint
risky files or diffs, correspondingly. If, for example, the risk is spread uniformly over codebase
and tasks, such an approach would not bring any value. Fortunately, risk of outages is extremely
unevenly distributed over tasks and codebase and statistical models using historic data can easily
“learn” these variations in risk and predict them for new changes done during the critical periods.
Furthermore, data needed to construct such models is typically already available in most software
companies. The data still needs to be cleaned, made available in near-real-time and the models
periodically updated for maximum performance.

In short, trunk-only development with relatively modest constraints for the most risky changes
is possible without extensive work-stoppages required by traditional code freeze. It is an open
RQ whether (and in what cases) presently complex arrangements with concurrent releases that
suffer from code synchronization problems could be solved using head-only development with
more sophisticated code-freezes.

More generally, the bug prediction research, whether at the level of files or at the level of changes
(“just -in-time” bug prediction), might find a new (and, arguably, more practical) outlet in developing
increasingly sophisticated code freezes tailored to various scenarios where the tradeoff between
quality and productivity may vary over parts of the codebase or over time.

One may ask why do trunk-only development in the first place? A look at the literature on
synchronizing branches via back- and forward-porting and difficulties faced by release managers
[42] suggests that trunk only development has major benefits of distributed decision making that
does not require synchronization (and overheads associated with it) if the quality goals could be
achieved.

5.4 Experiences in Deployment

To illustrate practical limitations, we intentionally present initial prototype models that could be
rapidly evaluated and iteratively refined in production-based evolving needs and requirements. In
fact, the process was established to evolve the model based on various stakeholder requirements
and the improved ability to efficiently calculate more sophisticated features. The key part of the
process was evaluating the performance of competing models on the validation dataset. Measures
and models that did not improve the performance were put aside and models or measures that
significantly improved model’s performance were prioritized for implementation and deployment.
Not only model performance was considered but also feedback from engineers. One of the first
requests was to add an explanation for why the risk was high. Almost as high priority was a request
not to gate diffs that do not modify code or configuration, i.e., diffs modifying only comments.
Importantly, the added capabilities made possible (and lead to) entirely new functionality. For
example, the ability to threshold FileModel resulted in the need to tailor DiffsGated for each
freeze. Correlations among measures showed that some of the more difficult-to-compute measures
were highly correlated to the simpler-to-compute measures that, then, could often be used to replace
the more complex measure without decreasing the model’s predictive power. A similar exercise
was used to handle counter-intuitive coefficients resulting from the observational nature of the
underlying data, such as the risk score increases with more test coverage. Alternative predictors
were sought that convey actionable messages, yet keep predictive performance.

6 Threats to Validity

Generalizability. Drawing general conclusions from empirical studies in software engineering is
difficult because any process depends on a potentially large number of relevant context variables.
The analyses in the present article were performed at Meta, and it is possible that results might not
hold true elsewhere. However, our study does cover a very wide swath of software engineering.
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The software system covers millions of lines of code and 10s of thousands of developers who are
both collocated and working at multiple locations across the world. We also cover a wide range of
domains from user facing social network products and virtual and augmented reality projects to
software engineering infrastructure, such as calendar, task, and release engineering tooling.

While the desire to prevent SEVs is common among companies, the exact ways in which it
is done varies. Such variation may be partly due to unique circumstances surrounding the way
software is developed and services are delivered in each company, but they may partly reflect
different evolution of quality improvement efforts and would apply for other companies, even with
different software development or service delivery models. It is this latter perspective based on
experience of working in a number of substantially different large companies that bids us to share
the experiences of quality improvement efforts more broadly.

Construct Validity. We have used a straightforward set of measures that have been widely used
in the Mining Software Repositories bug prediction literature [2, 55], e.g., prior defects and churn.
We also use more complex collaboration measures relying on software supply chains and centrality
[4, 43, 48, 51, 53, 56].

As is commonly necessary for statistical models in software engineering [5, 22-25], we log-
transformed variables with highly skewed distributions and inspected correlations among predictors
in the logistic regression as well as inspecting residuals to check for nonlinear or non-monotone
relationships and doing standard regression diagnostics. We also investigated interactions among
predictors, but none satisfied our requirements (improve prediction, be easy to calculate, and be
easily interpretable). We found most of predictors to be highly correlated, hence having only
relatively few predictors provided best performance on the testing dataset. Furthermore, we found
that we could pick and choose predictors from within the highly correlated clusters without
negatively affecting model performance. For production, we thus focused on other aspects, like
ease of calculation at the time of prediction and interpretability instead. We experimented with
other techniques, including deep learning, to embed the diffs, but were not able to improve upon
the simple regression models.

Internal Validity. The numerical results for RQs 1-3, rely on historical data, and simulated how
the model would have performed had it been used by developers, i.e., how many CapturedSEVs
given the number of DiffsGated. However, it is possible that the actual performance would have
varied. To mitigate this threat, we also reported on how well the FileModel worked in production
in Section 4.5. The real-world performance of the model suggests that it is very effective at capturing
SEVs. The observational nature of the data is not an issue for the model’s predictive performance,
but it makes it challenging to explain counter-intuitive coefficients to engineers, e.g., why more
reviewers and test coverage increase the risk? A standard statistical explanation of latent variable,
i.e., an unobserved property of a diff that demands more reviewers and more testing also makes
it more risky, is very difficult to communicate. We, therefore, focused on selecting or designing
predictors that could be easily interpreted.

7 Concluding Remarks

Historically, code freeze has been used to stabilize a release branch allowing only critical fixes. At
Meta, a single trunk-based monorepo is used. Code freeze in this context requires freezing different
file paths or high-risk parts of the system during times of high-use or when engineering staff are
less available, e.g., the weekend. We worked with engineers, engineering managers, and quality
engineers to develop new approaches to code freeze that will improve engineering productivity
via un-freeze: by only gating changes that are likely to lead to SEVs. Specifically, we found that
when code freeze is applied by restricting diffs to the file paths selected by experts (ExpertPaths

ACM Transactions on Software Engineering and Methodology, Vol. 34, No. 7, Article 211. Publication date: August 2025.



211:22 A. Mockus et al.

approach) 27.3% of diffs would have been gated and 38% of SEVs would have been captured. Using
the FileModel to gate the same number of diffs as the ExpertPaths approach, the FileModel
would capture 56% of SEVs: an odds ratio >2. Had we used the DiffModel to gate the same number
of diffs as the ExpertPaths approach, the DiffModel would capture 60.8% of SEVs, which has an
odds ratio >2.5 over ExpertPaths approach and >1.2 over FileModel. The first major test of the
risk model was the July 2023 deployment window. Despite record traffic levels, the FileModel
ensured that no major SEVs were introduced. In total, 26% of diffs were gated, 8.8% were allowed to
land after the developer provided landing rationale. The DiffModel’s first major production usage
was during the winter code freeze. Compared to the prior year, despite 42% more diffs landed, there
was a reduction in SEVs of 52%. The risk model has been enormously effective at allowing low risk
diffs to land while gating high risk diffs and reducing SEVs.

First, we discovered and evolved a previously unreported family of code freeze strategies for
trunk-only development used in a very large software organization. Second, we demonstrate and
evaluate how traditional defect prediction and just-in-time defect prediction models can be used to
reduce the overhead of code freezes thus extending the use-case scenarios for such techniques. Third,
we proposed and evaluated how several software supply chain properties can be used to improve
code freeze effectiveness by un-freezing all but the most risky changes. Fourth, we discussed aims
and rationale for previously not reported code un-freeze strategies. Fifth, we described a very
large-scale deployment code un-freeze strategies supported by risk models in Meta.

We expect our work to result in further research and broader practical application of innovative
code un-freeze strategies and to provide a more practical rationale and more meaningful evaluation
criteria for research on software risk.
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